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Abstract 

Background The purpose of this study was to improve the deep learning (DL) model performance in predicting 
and classifying IMRT gamma passing rate (GPR) by using input features related to machine parameters and a class 
balancing technique.

Methods A total of 2348 fields from 204 IMRT plans for patients with nasopharyngeal carcinoma were retrospectively 
collected to form a dataset. Input feature maps, including fluence, leaf gap, leaf speed of both banks, and correspond-
ing errors, were constructed from the dynamic log files. The SHAP framework was employed to compute the impact 
of each feature on the model output for recursive feature elimination. A series of UNet++ based models were trained 
on the obtained eight feature sets with three fine-tuning methods including the standard mean squared error (MSE) 
loss, a re-sampling technique, and a proposed weighted MSE loss (WMSE). Differences in mean absolute error, area 
under the receiver operating characteristic curve (AUC), sensitivity, and specificity were compared between the differ-
ent models.

Results The models trained with feature sets including leaf speed and leaf gap features predicted GPR for failed fields 
more accurately than the other models (F(7, 147) = 5.378, p < 0.001). The WMSE loss had the highest accuracy in pre-
dicting GPR for failed fields among the three fine-tuning methods (F(2, 42) = 14.149, p < 0.001), while an opposite 
trend was observed in predicting GPR for passed fields (F(2, 730) = 9.907, p < 0.001). The WMSE_FS5 model achieved 
a superior AUC (0.92) and more balanced sensitivity (0.77) and specificity (0.89) compared to the other models.

Conclusions Machine parameters can provide discriminative input features for GPR prediction in DL. The 
novel weighted loss function demonstrates the ability to balance the prediction and classification accuracy 
between the passed and failed fields. The proposed approach is able to improve the DL model performance in pre-
dicting and classifying GPR, and can potentially be integrated into the plan optimization process to generate higher 
deliverability plans.
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Trial registration: This clinical trial was registered in the Chinese Clinical Trial Registry on March 26th, 2020 (registration 
number: ChiCTR2000031276). https:// clini caltr ials. gov/ ct2/ show/ ChiCT R2000 031276
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Introduction
Intensity modulated radiation therapy (IMRT) is an 
advanced form of radiotherapy that can deliver highly 
conformal dose distributions to the tumor while mini-
mizing dose to surrounding normal tissues [1]. Due to 
the increasing complexity of IMRT planning and deliv-
ery, patient-specific quality assurance (QA) is an essen-
tial process employed to verify the accuracy of IMRT 
plan dose calculations and to detect clinically relevant 
errors in radiation delivery, thereby ensuring the safety 
and efficacy of radiation treatment [2]. In clinical prac-
tice, patient-specific QA is commonly performed prior 
to the initiation of patient treatment with various meas-
urement-based methods, including film dosimetry, elec-
tronic portal imaging device, two-dimensional ionization 
chamber array, and three-dimensional dosimetric sys-
tems, etc. [3]. To quantitatively evaluate the agreement 
between measured and calculated dose distributions, the 
gamma analysis method is commonly used to calculate 
the gamma passing rates for each measured plan or field 
[4]. However, as treatment planning becomes more effi-
cient and the number of patients treated with advanced 
radiotherapy techniques steadily increases, this measure-
ment-based IMRT plan verification procedure requires a 
substantial clinical workload and is often time-consum-
ing and laborious [5].

In recent years, there has been growing interest in 
applying machine learning (ML) or deep learning (DL) 
algorithms to predict patient-specific QA outcomes 
for IMRT/VMAT plans. Several previous studies have 
applied ML methods to predict IMRT or VMAT deliv-
ery accuracy by mapping selected input features to 
patient-specific QA outcomes of interest. Valdes et  al. 
[6] trained a Poisson regression model with Lasso reg-
ularization on a set of 78 aperture-based complexity 
metrics, which was found to be able to predict gamma 
passing rates (GPR) within 3% accuracy using a gamma 
criterion of 3%local/3 mm for static gantry IMRT plans. 
Wall et al. [7] observed that a support vector machine 
was the best model for predicting GPR for VMAT plans 
based on 100 treatment planning features compared 
to other ML algorithms. Other traditional ML models, 
including tree-based models [7–9], logistic regression 
[10], random forest [7, 11], Naïve-Bayes [11, 12], neural 
networks [13], and regression tree analysis [13], trained 
on handcrafted complexity features or radiomic texture 

features extracted from fluence/dose maps, have also 
been reported to achieve preliminary success in pre-
dicting IMRT/VMAT plan delivery accuracy. Unlike 
those models developed based on handcrafted features, 
DL algorithms demonstrate the ability to automati-
cally learn representations from the input data without 
the need for human domain knowledge. Studies have 
shown that DL models can achieve higher prediction 
performance than traditional ML algorithms that use 
handcrafted features in virtual IMRT QA. However, 
only limited input feature maps, such as fluence or dose 
maps, have been fed into the DL networks to predict 
QA outcomes in previous studies [14–16]. As the main 
sources of error, spatial and dosimetric delivery system 
uncertainties also affect the accuracy of IMRT plan 
delivery [2]. By constructing input feature maps related 
to the delivery process, additional discriminative infor-
mation can be provided to improve the prediction and 
classification performance of DL models.

Class imbalance is a common issue in DL studies. DL 
models trained on imbalanced datasets tend to per-
form significantly better on instance-rich classes than 
on instance-scarce classes [17, 18]. As the collected 
patient-specific QA training datasets are dominated by 
negative samples (passed fields or plans), previous stud-
ies have reported poorer prediction performance for 
positive samples (failed fields or plans) using DL mod-
els. Samples with lower measured GPR were found to 
have a higher mean absolute error (MAE) in GPR pre-
diction under different gamma criteria [14, 19]. Meth-
ods for dealing with the class imbalance problem faced 
by studies applying DL algorithms to predict patient-
specific QA accuracy have rarely been investigated so 
far.

In this study, a UNet++ architecture based DL neu-
ral network is proposed to predict IMRT field GPR. 
In addition to the commonly used fluence map, input 
feature maps that reflect machine delivery parameters 
are constructed to provide meaningful information for 
improving model performance. A Shapley-based frame-
work is utilized to interpret the effect of each feature on 
the model prediction and to identify the best combina-
tion of feature maps. A novel re-weighting method is 
introduced and compared to a re-sampling method to 
evaluate its effectiveness in alleviating the class imbal-
anced issue.

https://clinicaltrials.gov/ct2/show/ChiCTR2000031276
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Materials and methods
This study was approved by the Ethics Committee of 
Affiliated Hospital of Nanjing University of Chinese 
Medicine (Jiangsu Province Hospital of Chinese Medi-
cine), and written informed consent was obtained from 
all the patients. The general method of the processes per-
formed in this research is shown in Fig. 1.

Treatment planning and data collection
A total of 2348 fields from 204 static gantry IMRT plans 
for patients with nasopharyngeal carcinoma, treated at 
the Jiangsu Province Hospital of Chinese Medicine from 
August 2020 to December 2023, were retrospectively 
collected to form a dataset. All plans were generated in 
the Eclipse 15.6 TPS using the configured 6-MV photon 
beam data for a Clinac iX linear accelerator (Varian Med-
ical Systems, Palo Alto, CA). This linac is equipped with 
a Millennium 120 multileaf collimator (MLC), which has 
40 central leaf pairs with a projected width of 5 mm and 
20 outer leaf pairs with a projected width of 10 mm at the 
isocenter. The sliding window technique was selected for 
treatment delivery at a dose rate of 500 MU/min. All dose 
distributions were calculated using the analytical aniso-
tropic algorithm with a 2.5-mm grid size including cor-
rections for tissue heterogeneity. Patient-specific quality 
assurance was performed with a two-dimensional ioni-
zation chamber array PTW OCTAVIUS Detector 729 
(PTW, Freiburg, Germany), which consists of a matrix of 
729 cubic vented ionization chambers with 5 mm × 5 mm 
cross section, covering an area of 27 cm × 27 cm. The dis-
tance between the centers of adjacent ionization cham-
bers is 1  cm. The Detector array was positioned in the 
isocenter plane at a depth of 5 cm in a water-equivalent 
RW3 phantom with 5  cm of backscatter RW3 material. 
Each day, before starting the patient-specific QA delivery, 

a reference field (10  cm × 10  cm at the isocenter) was 
delivered and a cross-calibration factor was calculated as 
the ratio of the expected dose to the measured dose to 
the central chamber. All subsequent measurements were 
corrected by the calibration factor to eliminate daily linac 
output fluctuation. The verification plans were created 
by transferring each field of the treatment plans to the 
phantom CT. The gantry, collimator, and couch angles 
were all reset to 0°. The verification plans were calculated 
using the same algorithm and parameters as the treat-
ment plans. After delivery of the verification plans, the 
gamma passing rates for each field were calculated with 
PTW VeriSoft 6.0 software (PTW, Freiburg, Germany) at 
a 2%global/2 mm criterion, and the measurement points 
below 10% of the maximum dose value were excluded. 
Previous studies have reported that the 2%/2  mm cri-
terion is the most sensitive criterion for detecting clini-
cally relevant errors [20, 21], and hence it was used in this 
study to develop the prediction models. Our institution-
specific action limits (AL) for patient-specific QA were 
calculated based on the recommendations of the AAPM 
Task Group (TG)-218 report. For fixed gantry IMRT 
QA using the PTW OCTAVIUS Detector 729 array 
at our institution, the AL was determined to be 91% at 
the 2%global/2 mm criterion according to Eq.  (3) in the 
TG-218 report [2]. Fields with GPR values below the AL 
are defined as failing QA, while those with GPR values 
above the AL are defined as passing QA.

Input feature construction
The dynamic log (Dynalog) files generated by the MLC 
controller during the verification plan delivery were col-
lected for each delivered field. These files contain rel-
evant information such as the dose fraction, expected 
and actual leaf positions, collimator jaw positions, and 

Fig. 1 The overall workflow for the study
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the machine status (beam-on or beam hold-off) sam-
pled every 50 ms. As shown in Table 1, eight input fea-
ture maps were constructed from the raw data extracted 
from the Dynalog files using an in-house Matlab script 
adapted from the Dynalog File Analyser [22]. Each map 
covers the 27 cm × 27 cm measurement region in the iso-
center plane with a 256 × 256 matrix. The MLC leaf gap 
and leaf speed features were chosen based on their strong 
correlation with plan complexity, according to our previ-
ous experience [23]. The input features related to the dif-
ference between actual and planned parameters directly 
reflect the spatial and dosimetric uncertainties of the 
linac in the dynamic process of treatment delivery [2]. 
Most importantly, the simple form of feature definition 
can preserve the crucial discriminative information in 
the raw data as much as possible for model training. The 
detailed definition of the input feature maps can be found 
in the supplementary material.

Architecture of the proposed network
The UNet++ architecture has been widely used for fea-
ture extraction and classification in segmentation and 
detection tasks, achieving significant performance gain 
over U-Net proposed by Ronneberger et  al. [24–26]. By 
introducing intermediate layers and redesigned dense 

skip connections, UNet++ can reduce the semantic gap 
between the encoder and decoder feature maps. The 
schematic diagram of the UNet++ based architecture 
used in this study is shown in Fig. 2a. The network con-
sists of convolution blocks, down-sampling layers, up-
sampling layers, and skip connections. Each node Xi,j in 
the graph represents a basic convolution block, where i 
denotes the ith down-sampling layer along the encoder 
and j indexes the convolution layer along the skip path-
way. Generally, nodes at level j = 0 receive only one input 
from the previous layer of the encoder, while nodes at 
level j > 0 receive and concatenate j + 1 inputs, of which 
j inputs are the outputs of the previous j nodes of the 
dense block in the same skip pathway and the last input is 
the up-sampled output from the lower skip pathway. As 
can be seen in Fig. 2b, the basic convolution block con-
sists of two stacked Squeeze-and-Excitation (SE) residual 
blocks, a batch normalization layer, and a ReLU activa-
tion layer. The SE block is integrated into the architec-
ture and placed before the residual block, which allows 
the proposed network to focus on important features 
and suppress less useful ones by adaptively recalibrating 
channel-wise feature responses [27]. The residual block 
is constructed using stacked batch normalization, ReLU, 
and 3 × 3 convolution layers with a shortcut connection 

Table 1 Description of the designed input feature maps

ID Input feature map Description

F1 Fluence The planned fluence to be delivered to each pixel in the matrix, including that delivered through the leaf gap 
opening, transmitted through the MLC leaves, and transmitted through the jaw collimators

F2 Gap The planned average width of the leaf gaps passing each pixel in the matrix

F3 SpeedA The planned leaf speed for bank A leaves passing each pixel in the matrix

F4 SpeedB The planned leaf speed for bank B leaves passing each pixel in the matrix

F5 DiffFluence The difference between the actual and planned fluence delivered to each pixel in the matrix

F6 DiffGap The difference between the actual and planned average width of the leaf gaps passing each pixel in the matrix

F7 DiffSpeedA The difference between the actual and planned leaf speed for bank A leaves passing each pixel in the matrix

F8 DiffSpeedB The difference between the actual and planned leaf speed for bank B leaves passing each pixel in the matrix

Fig. 2 a The proposed deep neural network based on the UNet++ architecture. b The structure of the basic convolution block



Page 5 of 12Song et al. Radiation Oncology           (2024) 19:98  

between the block input and the output of the second 
convolution layer. Residual learning has proven to be 
effective in overcoming the optimization difficulties and 
finding an optimal solution. The input feature maps are 
fed into the first node of UNet++ and the learned rep-
resentations are finally passed through a global average 
pooling (GAP) layer and a dense layer to generate the 
predicted GPR.

Feature selection
As the number of input features increases, model training 
may be prone to over-fitting, so it is necessary to choose 
an appropriate combination of extracted input features to 
maximize model performance. To rank the importance of 
each input feature for model prediction, we used a uni-
fied Shapley-based framework called SHAP (SHapley 
Additive exPlanations) to assign an importance value to 
each input feature [28]. Shapley values come from the 
game theory literature and provide a theoretically justi-
fied method for assigning the impact of each input fea-
ture on the model prediction [29, 30]. Feature impact is 
defined as the change in the expected value of the model 
output when a feature is present or absent [28]. To iden-
tify the optimal set of input features, a model was trained 
using the full set of input features. Then, the least impor-
tant feature was recursively excluded from the current 
feature set (FS), and the remaining features were used to 
train a new model from scratch. Finally, a total of eight 
models trained with a reduced number of input features 
were generated.

Handling class imbalance
According to the locally established AL for this IMRT 
procedure, only 124 fields out of the collected data-
set (N = 2348) failed the gamma analysis. Therefore, the 
passed fields (N = 2224) dominated the dataset com-
pared to the failed fields. This is a common problem in 
real-world applications of DL methods, known as the 
class imbalance problem [31, 32]. To address this issue, 
a two-stage training procedure was used in this study. 
The first stage is the feature selection process. All models 
were initially trained to convergence using the standard 
MSE loss. In the second stage, three fine-tuning meth-
ods, including the use of the mean squared error (MSE) 
loss without re-sampling, the MSE loss with re-sampling 
(SMSE), and a proposed weighted MSE loss without re-
sampling (WMSE), were separately implemented to fur-
ther fine-tune the models obtained in the first stage. For 
the SMSE method, we adopted the most commonly used 
over-sampling technique by randomly replicating the 
failed cases in the dataset so that the number of passed 
and failed cases was approximately equal. Furthermore, 

inspired by the focal loss proposed by Lin et al. [33], we 
proposed a WMSE loss as follows:

where t is the true GPR value of a given IMRT field, 
scaled by min–max scaling to the range [0, 1], and p is 
the corresponding predicted GPR value. θ is the AL for 
evaluating QA results. αt is a weighting factor that bal-
ances the importance of passed/failed fields. It is equal to 
1−α for the minimum GPR field (t = 0) and decays expo-
nentially to α ϵ [0, 0.5) for the maximum GPR field (t = 1). 
β is a factor introduced to penalize the misclassification 
of the QA results. I(∙) is an indicator function that equals 
1 if the event in the parentheses occurs, and 0 otherwise. 
For passed fields (t ≥ θ), if the predicted GPR is lower 
than the AL (p ≤ θ) (i.e. misclassified examples), the term 
(p−θ) ∙ (I(p ≥ θ)−I(t ≥ θ)) in Eq.  (3) equals |p−θ|. Thus, 
β is proportional to the absolute deviation of the pre-
dicted GPR from the AL, and the effect of penalization 
is increased by increasing the tunable hyperparameter γ 
(γ ≥ 0). However, if the passed fields are correctly classi-
fied (p ≥ θ), β is equal to 1 and thus the loss is unaffected. 
These properties also hold for failed fields. When αt and β 
are set to 1 in Eq. (1), the WMSE loss becomes equivalent 
to the standard MSE loss.

Training
The collected dataset was split into a training/validation 
set (N = 1960) and a test set (N = 388) using a stratifica-
tion technique to ensure that each set had approximately 
the same GPR distribution. The DL models were built 
using TensorFlow 2.4 and the Keras API and trained 
on an NVIDIA RTX 3080Ti GPU card with 12  GB of 
dedicated memory. The Adam algorithm was chosen as 
the optimizer to minimize the loss function. The learn-
ing rate was initially set at  10–4 and reduced by a factor 
of 0.1 when no improvement in the validation loss was 
observed after 10 epochs. The models were trained using 
a mini-batch method with a batch size of 4. An early 
stopping callback was used to stop training the models 
when the validation loss did not improve for 20 epochs. 
L2 regularization was also utilized to prevent over-fitting. 
All hyperparameters were tuned using grid search and 
fivefold cross validation. The L2 regularization coefficient 
was set to  10–4. α and γ were set to 0.2 and 2, respectively. 
The model with the best performance on the validation 

(1)loss = αt · β · |t − p|2

(2)αt =

(

1− α

α

)−

(

t−log( 1−α
α

)(1−α)

)

(3)β = [(p− θ) · (I(p ≥ θ)− I(t ≥ θ))+ 1]γ
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set over the five folds was selected for the final evaluation 
on the test set.

Statistical analysis
Statistical analysis was performed using SPSS Statis-
tics26.0 software (IBM Corp., Armonk, NY, USA). As 
the Shapiro–Wilk test indicated that the absolute error 
of the predicted GPR was not normally distributed, dif-
ferences in this variable between different models were 
analyzed by two-way repeated measures analysis of vari-
ance (ANOVA) after applying the aligned rank transform 
(ART) procedure to the data [34]. Post-hoc pairwise 
comparisons of group means were performed using the 
Bonferroni test. A p-value < 0.05 (two-tailed) was consid-
ered statistically significant.

Results
Feature selection
Figure  3a–h show the corresponding eight feature sets 
(FS1-8) obtained from the recursive feature elimination. 
It can be seen that the input features of F5_DiffFluence, 
F6_DiffGap, F7_DiffSpeedA, and F8_DiffSpeedB had a 
relatively lower mean SHAP value compared to the other 
four features, indicating a lower impact of machine deliv-
ery errors on the model’s prediction, while the machine 
parameters themselves had a higher impact on the pre-
diction result.

Prediction accuracy
Table  2 summarizes the MAE of the predicted GPR 
for different models in the test dataset. Figure 4 shows 
the discrepancies between the measured and predicted 

GPR in the test dataset for models trained with the full 
FS (FS1), the optimal FS (FS5), and the FS with only the 
Fluence map (FS8) using each of the three fine-tuning 
methods. As shown in Table  2, the results of the two-
way repeated measures ANOVA revealed that there 
was no statistically significant interaction between the 
effects of input FS and fine-tuning method on model 
prediction accuracy for all fields (F(14, 5418) = 0.110, 
p = 1.000), passed fields (F(14, 5110) = 0.123, p = 1.000), 
and failed fields (F(14, 294) = 0.102, p = 1.000). Main 
effects analysis showed that neither the input FS (F(7, 
2709) = 1.925, p = 0.062) nor the fine-tuning method 
(F(2, 774) = 2.209, p = 0.111) had a statistically signifi-
cant effect on the MAE of the predicted GPR for all 
fields. For passed fields, the MAE of the predicted GPR 
values was not significantly different between the mod-
els trained with different input FS (F(7, 2555) = 0.481, 
p = 0.849), but was significantly different between the 
models trained with different fine-tuning methods (F(2, 
730) = 9.907, p < 0.001). For failed fields, there was a sig-
nificant difference in the MAE of predicted GPR values 
between the models trained with different input FS (F(7, 
147) = 5.378, p < 0.001) and between the models trained 
with different fine-tuning methods (F(2, 42) = 14.149, 
p < 0.001). Post-hoc analyses showed that the models 
trained with FS4, FS5, FS6, or FS7 predicted the GPR 
for failed fields more accurately than the other models 
trained with more or fewer input features. Additionally, 
the models trained with the WMSE loss had the highest 
accuracy in predicting GPR for failed fields among the 
three fine-tuning methods and the models trained with 
MSE loss had the lowest accuracy, while an opposite 

Fig. 3 Mean SHAP values computed on the validation set for each input feature in each of the eight models a–h trained during recursive feature 
elimination
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trend was observed in predicting GPR for passed fields 
(p < 0.05). 

Classification accuracy
The AUC, sensitivity and specificity for different models 
in the test dataset are summarized in Table  3. The cor-
responding ROC curves are shown in Fig. 5. The WMSE_
FS5 model achieved a superior AUC (0.92) and more 
balanced sensitivity (0.77) and specificity (0.89) com-
pared to the other models.

Directional impact of input features on model output
Figure 6 shows that F2_Gap had a positive effect on the 
GPR prediction of the two models (WMSE_FS1 and 
WMSE_FS5), whereas F3_SpeedA and F4_SpeedB had 
a negative effect on the model output. The effect of the 
other input features on the model output was less clear.

Discussion
In this study, a set of input feature maps characterizing 
the plan delivery process were constructed by extracting 
meaningful data from log files to complement the most 
commonly used fluence map in an attempt to improve 
the performance of GPR prediction. Previous studies 
applying traditional ML models to virtual patient-spe-
cific QA have often required the construction of tens or 
hundreds of hand-crafted features, which rely heavily on 
the expertise and experience of domain experts and may 
not necessarily provide the most meaningful representa-
tion of the raw data. In contrast, our defined DL feature 

maps, which represent the spatial variation of machine 
parameters, are more intuitive and easier to compute. 
Although DL models with sophisticated structures can 
learn high-quality representations on their own, a major 
concern is how to explain the relationship between input 
features and model output [15]. The SHAP framework 
proposed by Lundberg has proven useful in interpret-
ing the prediction results of DL models [28]. Therefore, 
it was used in this study to interpret the DL models. The 
feature importance bar plots show that input features 
related to machine delivery errors, such as fluence error, 
MLC speed error, and leaf gap error, were excluded dur-
ing the early stage of feature selection. This suggests that 
delivery system errors may have a lesser impact on the 
overall accuracy of IMRT plan delivery in our depart-
ment. The models trained with input feature maps 
including fluence, leaf gap, and MLC speed demonstrated 
superiority over other models. They showed compara-
ble performance in predicting GPR for passed fields, but 
significantly lower MAE for failed fields compared to the 
other models. As a result, the smaller discrepancy in GPR 
prediction accuracy between passed and failed fields led 
to higher accuracy in classifying IMRT fields as pass-
ing or failing patient-specific QA. In addition to feature 
selection, we also used SHAP to interpret the directional 
impact of input features on model prediction. The results 
show that a larger leaf gap width increased the predicted 
GPR, while a higher leaf speed of both banks had a nega-
tive effect on the prediction. These findings are consist-
ent with the observations in our previous study [23]. The 

Table 2 Comparison of the mean absolute error of the predicted GPR for different models in the test dataset. (mean ± standard 
deviation)

FS = feature set; FM = fine-tuning method; MSE = mean squared error; SMSE = MSE loss with re-sampling; WMSE = weighted MSE

All fields (N = 388) Passed fields (N = 366) Failed fields (N = 22)

MSE SMSE WMSE MSE SMSE WMSE MSE SMSE WMSE

Absolute error (μ ± σ) (%)

FS1 2.17 ± 1.71 2.23 ± 1.66 2.28 ± 1.52 1.89 ± 1.22 1.97 ± 1.26 2.07 ± 1.23 6.91 ± 1.73 6.50 ± 1.78 5.76 ± 1.76

FS2 2.19 ± 1.74 2.20 ± 1.72 2.25 ± 1.64 1.90 ± 1.25 1.96 ± 1.38 2.05 ± 1.39 6.93 ± 1.84 6.26 ± 1.86 5.58 ± 1.99

FS3 2.17 ± 1.70 2.15 ± 1.63 2.19 ± 1.55 1.89 ± 1.22 1.92 ± 1.30 2.00 ± 1.32 6.76 ± 1.94 5.99 ± 1.84 5.34 ± 1.74

FS4 2.07 ± 1.65 2.14 ± 1.50 2.17 ± 1.48 1.84 ± 1.31 1.95 ± 1.24 2.01 ± 1.29 5.92 ± 1.90 5.31 ± 1.86 4.83 ± 1.89

FS5 2.02 ± 1.50 2.08 ± 1.41 2.11 ± 1.41 1.80 ± 1.16 1.91 ± 1.18 1.98 ± 1.27 5.64 ± 1.84 4.98 ± 1.77 4.32 ± 1.82

FS6 2.09 ± 1.48 2.08 ± 1.39 2.10 ± 1.44 1.88 ± 1.17 1.90 ± 1.12 1.95 ± 1.25 5.50 ± 1.89 5.01 ± 2.04 4.60 ± 1.98

FS7 2.13 ± 1.67 2.14 ± 1.55 2.19 ± 1.52 1.90 ± 1.35 1.94 ± 1.29 2.02 ± 1.31 5.96 ± 1.79 5.47 ± 1.76 5.03 ± 1.92

FS8 2.12 ± 1.73 2.19 ± 1.66 2.23 ± 1.64 1.85 ± 1.29 1.95 ± 1.31 2.02 ± 1.35 6.61 ± 1.92 6.15 ± 1.88 5.80 ± 1.97

All fields (N = 388) Passed fields (N = 366) Failed fields (N = 22)

Two-way ANOVA

FS F(7, 2709) = 1.925, p = 0.062 F(7, 2555) = 0.481, p = 0.849 F(7, 147) = 5.378, p < 0.001

FM F(2, 774) = 2.209, p = 0.111 F(2, 730) = 9.907, p < 0.001 F(2, 42) = 14.149, p < 0.001

Interaction F(14, 5418) = 0.110, p = 1.000 F(14, 5110) = 0.123, p = 1.000 F(14, 294) = 0.102, p = 1.000
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study revealed that the gap width increased as the plan 
complexity decreased and had a positive correlation 
with the measured GPR. Additionally, the leaf speed was 
found to be negatively correlated with the measured GPR. 

For low complexity IMRT fields, the leaf position errors 
increase due to higher leaf speed. However, the increased 
gap width reduces dose calculation uncertainties, which 
plays a dominant role in plan delivery accuracy. Several 

Fig. 4 Scatter plot of measured versus predicted gamma passing rate (GPR) for models trained with the full feature set (FS1), the optimal FS (FS5), 
and the FS with only the Fluence map (FS8) using each of the three fine-tuning methods. The diagonal dotted line represents the perfect prediction 
by an ideal model. The vertical and horizontal dashed lines represent the action limit. TP = true positive; TN = true negative; FP = false positive; 
FN = false negative

Table 3 Comparison of the classification performance for different models in the test dataset

FS = feature set; AUC = the area under the receiver operating characteristic curve; SEN = sensitivity; SPE = specificity; MSE = mean squared error; SMSE = MSE loss with 
re-sampling; WMSE = weighted MSE

AUC SEN SPE

MSE SMSE WMSE MSE SMSE WMSE MSE SMSE WMSE

FS1 0.78 0.77 0.79 0.45 (10/22) 0.55 (12/22) 0.55 (12/22) 0.90 (330/366) 0.89 (325/366) 0.87 (320/366)

FS2 0.78 0.79 0.83 0.45 (10/22) 0.55 (12/22) 0.59 (13/22) 0.90 (329/366) 0.89 (327/366) 0.88 (321/366)

FS3 0.80 0.82 0.86 0.50 (11/22) 0.59 (13/22) 0.64 (14/22) 0.90 (330/366) 0.90 (329/366) 0.89 (325/366)

FS4 0.83 0.86 0.87 0.59 (13/22) 0.64 (14/22) 0.68 (15/22) 0.91 (332/366) 0.89 (327/366) 0.89 (324/366)

FS5 0.88 0.88 0.92 0.64 (14/22) 0.68 (15/22) 0.77 (17/22) 0.91 (334/366) 0.90 (329/366) 0.89 (326/366)

FS6 0.86 0.86 0.91 0.64 (14/22) 0.68 (15/22) 0.73 (16/22) 0.90 (331/366) 0.90 (329/366) 0.90 (329/366)

FS7 0.85 0.82 0.87 0.59 (13/22) 0.59 (13/22) 0.68 (15/22) 0.90 (328/366) 0.89 (326/366) 0.89 (324/366)

FS8 0.81 0.81 0.84 0.50 (11/22) 0.55 (12/22) 0.59 (13/22) 0.91 (332/366) 0.89 (325/366) 0.88 (323/366)
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studies have reported that aperture-based complexity 
metrics can explain the variance in QA results. However, 
there are conflicting conclusions regarding the impor-
tance of leaf speed features. Valdes et al. [6] modeled the 
effect of MLC speed by averaging the leaf speed over all 
control points and beams for a given plan and concluded 
that MLC speed did not improve their model’s predic-
tion accuracy. In contrast, Braun et al. [35] found that the 
MLC movement variability score was the best perform-
ing single metric for their model. This score is defined as 
the number of leaf movements that exceed the standard 
deviation of leaf speeds. These findings suggest that the 
definition of input features is particularly important for 
traditional ML applications. The inappropriate methods 
used to aggregate raw data in ML can inadvertently result 
in the loss of discriminative information. In contrast, DL 
coupled with the SHAP framework represents a prom-
ising direction for overcoming this challenge due to its 
ability to automatically learn high-quality feature repre-
sentations while maintaining model interpretability.

Machine models often predict GPR less accurately for 
failed fields than for passed fields due to the imbalanced 
distribution of examples in the training dataset. Previous 
studies have reported that the prediction accuracy of DL 
models decreases as the measured GPR decreases. Huang 
et al. [14] found that fields with measured GPR less than 

80% had an average prediction error of up to 15%, com-
pared to less than 3% accuracy for fields with measured 
GPR greater than 90%. Fondevila et  al. [19] also noted 
that CNN models performed worse in the range of meas-
ured GPR below 95%. A variety of methods have been 
proposed in the literature to alleviate the problem of class 
imbalance in other ML application domains, such as loss 
re-weighting, re-sampling, data synthesis, and hybrid 
techniques [36–39]. However, there are few studies that 
compare these methods for predicting patient-specific 
QA results. Fondevila et al. [19] reported that they per-
formed synthetic over-sampling of fields with measured 
GPR less than 95% through rotational and translational 
transformations, and under-sampling of fields with meas-
ured GPR greater than 95%. However, this approach was 
found to produce unfavorable results. Similar results 
were also observed when these basic data augmentation 
techniques were applied to our task, including image 
translation, rotation, and flipping. This may be attributed 
to the fact that the generated samples were less likely to 
be encountered in the real data distribution. Therefore, 
these techniques were not employed to augment the 
minority class samples in this study. In order to provide 
meaningful samples for model training, further research 
is warranted to identify a task-specific data augmenta-
tion technique. This may be accomplished by further 

Fig. 5 Comparison of the area under the receiver operating characteristic curve (AUC) for different models in the test dataset

Fig. 6 The distribution of SHAP values computed on the test dataset for each feature in the WMSE_FS1 (a) and WMSE_FS5 (b) models
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exploring more sophisticated data augmentation tech-
niques, such as automated data augmentation, generative 
model-based augmentation, and feature space augmen-
tation [40]. To address the class imbalance problem, we 
have developed a novel weighted MSE loss. First, we bal-
anced the impact of passed and failed fields by weighting 
the loss value contributed by them with a factor inversely 
proportional to the measured GPR of each field in the 
dataset. Second, we introduced another factor to penalize 
the misclassification of the failed fields as passed ones, or 
vice versa, according to the magnitude of the deviation 
of the predicted GPR from the AL. The results show that 
the proposed re-weighting method can achieve a more 
balanced prediction and classification accuracy between 
passed and failed fields compared to the re-sampling 
method. Although the proposed re-weighting method 
has achieved promising results, a thorough investiga-
tion of the optimal combination of WMSE with various 
advanced class balancing and data augmentation tech-
niques reported in the literature is required, as the joint 
use of certain techniques may degrade the overall perfor-
mance [40].

Some limitations of this study should be mentioned. 
Although our results suggest that machine delivery errors 
play a less significant role in predicting the measured 
GPR, it should be noted that a comprehensive machine-
specific QA program is routinely performed to ensure 
that the linac operates within tolerances. Other sources 
of error, including daily beam variation (beam profiles, 
percent depth doses, dose rate), MLC miscalibration, and 
poor beam modeling, may still have a potential impact on 
patient-specific QA results. The effect of the discrepancy 
between measured and calculated dose distributions 
caused by these error sources on the prediction and clas-
sification of QA results needs to be further investigated in 
the future. Therefore, the proposed approach is unlikely 
to completely replace measurement-based methods for 
patient-specific QA, but rather to enhance the existing 
QA program at different stages of IMRT planning and 
delivery. Given that mechanical parameter errors exert a 
relatively minor influence on the prediction of the meas-
ured GPR for a well-calibrated linac, it is possible to con-
struct the most relevant input features, such as planned 
fluence, MLC leaf speed, and leaf gap, using the calcu-
lated control point sequence data instead of log files prior 
to irradiation. In addition to being a pre-treatment QA 
verification tool, it can also be integrated into the plan 
optimization phase to reduce unnecessary plan complex-
ity, thereby reducing the proportion of plans that fail the 
measurement-based QA test [7]. It can also be used to 
monitor plan deliverability at each fraction during the 

course of treatment for each patient, if a large dataset is 
curated that covers all relevant sources of error in IMRT 
planning and delivery. Therefore, a public database of 
clinical patient-specific QA data collected from multiple 
institutions, treatment machines, and techniques, and 
freely available for research, will facilitate cross-compar-
ison of the performance of different approaches to GPR 
prediction and benefit the deployment of prediction 
models in clinical settings. Additionally, it is important to 
note that our study was conducted using a dataset gen-
erated from a single IMRT delivery technique. However, 
the proposed approach and concept have the potential 
to be adapted to predict VMAT QA outcomes, provided 
that the variable gantry speed and dose rate are appro-
priately constructed as input feature maps. To achieve 
higher prediction accuracy, it is necessary to build sepa-
rate prediction models for each combination of treat-
ment sites, delivery machines, measurement devices, 
and delivery techniques. Further studies are warranted to 
determine the generalizability of these findings to other 
institutions using different combinations of planning and 
delivery techniques.

Conclusions
Machine parameters can provide discriminative input 
features for GPR prediction in DL. The novel weighted 
loss function demonstrates the ability to balance the 
prediction and classification accuracy between the 
passed and failed fields. The proposed approach is able 
to improve the DL model performance in predicting and 
classifying GPR, and can potentially be integrated into 
the plan optimization process to generate higher deliver-
ability plans.
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